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1. Introduction

Automatic online control of the cutting process is essential for the efficient machining of metal
parts. Cutting states compatible with surface finish and metal removal rate requirements must be
maintained. To this end, recently developed signal processing methodologies have been employed
including neural networks [1], autoregressive SVD [2], coherence analysis [3], fuzzy set theory [4]
and course-grained entropy rates [5].
In the course of an analysis of metal cutting tool force and acceleration time series utilizing

course-grained entropy rates [5,6], it was observed that mutual information, I1 ([7,8], Eq. (6)), as a
function of delay, differentiated between chatter and non-chatter cutting states. Mutual
information, associated with two-dimensional delay co-ordinates, as a function of delay was
determined for sequences of cutting experiments in which either depth of cut, turning frequency or
feed rate was varied while all other cutting parameters were held constant. One sequence, s-1, of
experiments with variable turning frequency, two sequences, s-2, s-3, with variable depth of cut
and one sequence, s-4, with variable feed rate, a total of 19 cutting experiments, were studied.
Cutting forces and cutting tool accelerations were measured along z- and x-axis which are,
respectively, parallel and perpendicular to the axis of rotation of the work piece. The mutual
information, I1; was averaged over 50oto150; where t ¼ delay:
For a given data set, the averaged mutual information, AI1; associated with the chatter case was

found to be approximately the same for force and acceleration measurements independent of axes.
The chatter case averaged mutual information, AI1; was found to be 1.58, 1.56, 1.56 for sets s-1, s-
2, s-3, respectively, and 1.27 for s-4.

AI1 associated with non-chatter cutting states in s-1, s-2, s-3 satisfied the inequality
0:052oAI1o0:40: For the s-4 non-chatter case, the AI1 satisfied 0:25oAI1o0:626: In general,
AI1 associated with acceleration measurements along the x-axis were non-decreasing as the
variable cutting parameter monotonically approached its chatter value, taking values greater or
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equal to 1.27 for chatter and less than or equal to 0.62 for non-chatter. The results reported here
are drawn generally from Ref. [9].

2. Experimental apparatus

The experimental apparatus consisted of a Harding CNC lathe, a force dynamometer utilizing
three Kistler 9068 force transducers, Kistler 8628B50 accelerometers with their associated
electronics and a digital spectrum analyzer, Hewlett Packard 3566A. All experiments involved
only right-handed orthogonal cutting. Positive rake tool inserts, Kennametal TPMR 322, were
employed supported by Kennametal KT- GPR123B tool holders. The rake and clearance angles
were 5� and 4�; respectively.
Cylindrical work pieces of 1020 steel were machined under a wide range of cutting conditions.

Since all work pieces were stubby, work piece modal characteristics did not affect the turning
dynamics. The sampling rate was 4096 Hz and the cut-off frequency 1100 Hz:

3. Mutual information

The following definitions and theorems [7,8,10,11] are included to provide a background in
redundancies for subsequent application.
Given a partition of probabilities pi;y; pm with

P
pi ¼ 1; i ¼ 1;m: The Shannon entropy, H;

is defined by

H ¼ �
X

i

pi log pi: ð1Þ

For a time series xðtÞ; t ¼ 1;y;N the Shannon entropy quantifies the average information
gained with each finite precision measurement of xðtÞ: The pi may be determined by a box
counting approach with a partition size of d: The time series xðtÞ is then discretized by the integers
y ¼ 1;y;M depending on which bins its elements fall. Let pðkÞ be the probability of an element
falling into the yth bin. Then H1ðx; dÞ � H1ðyÞ and H1ðyÞ ¼ �

P
y pðyÞ logðpðyÞÞ; where y ¼ 1;M:

For m variables, the entropy is given by

H1ðx1;y; xm; dÞDH1ðy1;y; ymÞ ð2Þ

and

H1ðy1;y; ymÞ ¼ �
X

yi

y

X
ym

pðy1;y; ymÞ � log pðy1;y; ymÞ: ð3Þ

It is shown in Ref. [4] that if xðtÞ is measured then the average uncertainty in a measurement of
xðt þ tÞ is Hðx2jx1Þ; where x1ðtÞ � xðtÞ; x2ðtÞ � xðt þ tÞ and

Hðx2jx1Þ ¼ Hðx1;x2Þ � H1ðx1Þ: ð4Þ

It follows that the amount that a measurement of x1ðtÞ reduces the uncertainty of x2ðtÞ;
I1ðx1;x2; dÞ; is

I1ðx1;x2; dÞ ¼ H1ðx2; dÞ � Hðx2jx1Þ ð5Þ
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or

I1ðx1;x2; dÞ ¼ H1ðx1; dÞ þ H1ðx2; dÞ � H1ðx1; x2; dÞ: ð6Þ

The mutual information, I1ðx1; x2; dÞ; may be interpreted as follows: Assume that the log
functions in Eqs. (2) and (3) are taken to the base 2. Given a measurement of x1: Then the mutual
information is a measure of the number of bits which can be predicted about x2 from a
measurement of x1: The mutual information vanishes if x1 and x2 are independent. I1ðx1;x2Þ may
be seen as a global measure of the variation of pðx1; x2Þ [7].
In Ref. [7], x1 and x2 were identified with the delay embedding x1ðtÞ � xðtÞ; x2ðtÞ � xðt þ tÞ: The

mutual information, I1ðx1; x2Þ (Eq. (6)), as a function of the delay t; evaluates the redundancy of
the x2ðtÞ-axis. It was shown that the first minimum in I1ðx1;x2Þ; as of function of t; is a good
criterion for the choice of t in phase-portrait reconstruction from time series.
If d-0 as M increases, then Eq. (2) diverges. However, the integral for the continuous form of

Eq. (1),

H ¼ �
Z

pðxÞ logðpðxÞÞ dx; ð7Þ

does not diverge as the partition becomes finer. The continuous form of the mutual information
I1ðx1;x2Þ;

I1ðx1;x2Þ ¼
Z

pðx1;x2Þ logðpðx1;x2Þ=ðpðx1Þpðx2ÞÞÞ dx1 dx2; ð8Þ

follows from Eq. (6) [7,8].
A recursive, self-adapting algorithm for the evaluation of Eq. (8) was derived in Ref. [7]. The

associated computer program, provided by H.L. Swinney, was utilized in all subsequent
computations of I1ðx1;x2Þ:
Redundancy, R1 [10], defined by

R1ðx1;y; xmÞ ¼
X

i

H1ðxiÞ � H1ðx1;y; xmÞ ð9Þ

for i ¼ 1; m; is the generalization of mutual information to m dimensions. The marginal
redundancy R0

1;

R0
1ðx1;y; xm�1; xmÞ ¼ R1ðx1;y;xmÞ � R1ðx1;y;xm�1Þ; ð10Þ

quantifies the information regarding xm contained in x1; x2;y; xm�1: The Kolmogorov–Sinai
entropy, K1; is a measure of the mean rate of information creation by the system. For a time delay
embedding xðtÞ ¼ ðx1ðtÞ;y;xmðtÞÞ; xjðtÞ ¼ xðt � ðj � 1ÞtÞ; j ¼ 1; m and small time delays then
approximately

lim
m-inf

R0
1ðx1;y;xm�1; xmÞ ¼ H1ðx1 � tK1Þ: ð11Þ

Utilizing Eq. (11), a theory of coarse-grained entropy was derived in Ref. [6] and effectively
applied to chatter detection in Ref. [5].
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4. Chatter identification

Sequences of cutting experiments were performed in which one cutting parameter was
varied while all others were held constant. The mutual information, I1ðx1;x2Þ (Eq. (6)), was
computed as a function of delay for one sequence of experiments, s-1, with variable turning
frequency, two sequences s-2, s-3 with variable depth of cut and one sequence, s-4, with variable
feed rate. Sequences s-2 and s-3 ended in chatter while s-1 and s-4 each contained at least one
chatter state.
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Fig. 1. Data set s-1 mutual information versus delay for acceleration in the x direction: lower ¼ 360 r:p:m:; middle ¼
380 r:p:m: and upper ¼ 371 r:p:m:
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For sequence s-1, the following data applies: feed rate ¼ 0:007 in=rev; surface speed ¼
90 m=min; depth of cut ¼ 2:8 mm; resampling rate ¼ 1024 Hz; 27 sotime series lengtho45 s for
non-chatter and 1 s for chatter, and turning frequency ¼ 335; 360; 371; 380; 390 rpm:
Tool force and acceleration measurements were made in two orthogonal directions, x and z: In

Fig. 1, I1; computed from acceleration measurements in the x direction, versus delay is shown for
the chatter state, 371 rpm and a pair of adjacent bracketing frequencies, 360 and 380 rpm: The
characteristic difference in magnitude and frequency content between I1 for the chatter and non-
chatter states is clearly indicated. Since the values of I1 for 335 and 390 rpm are less than those for
360 and 380 rpm they are omitted from the figure for clarity.
The chatter case may be identified by noting that the mutual information, I1; for acceleration in

the x direction averaged, AI1; between t ¼ 50 and 150, AI1 ¼ 1:54 for 371 Hz while AI1 ¼ 0:088;
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Fig. 2. Data set s-2 mutual information versus delay for acceleration in the x direction: lower ¼ 2:7 mm; upper ¼
2:725 mm:
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0.092, 0.264 and 0.052 for 335, 360, 380, 390 Hz; respectively. The AI1 for the tool forces and
acceleration in the z direction was found to be 1.58 for the chatter case with a distribution, as a
function of turning frequency, similar to the non-chatter AI1 for the x direction acceleration.
The depth of cut was given values of 2.675, 2.70 and 2:725 mm in the experiments comprising

set s-2. Feed rate, surface speed and resampling rate values were identical to those in s-1 while the
turning frequency ¼ 297 rpm: The time series lengths were 13 and 12 s for the non-chatter states,
2.675 and 2:70 mm; respectively and 5 s for the chatter state, 2:725 mm:

I1 versus delay is given in Fig. 2 for the 2:70 mm non-chatter and the 2:725 mm chatter states.
The 2:675 mm case has been omitted for clarity. The characteristic difference in magnitude and
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Fig. 3. Data set s-3 mutual information versus delay for acceleration in the x direction: lower ¼ 2:3 mm; middle ¼
2:6 mm; upper ¼ 2:8 mm:
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frequency content between I1 for the chatter and non-chatter states is evident. For the non-chatter
state, 2:70 mm; AI1 ¼ 0:40 while AI1 ¼ 1:56 for the chatter state, 2:725 mm:
Set s-3 consists of five experiments, each of 5 s duration, in which the depth of cut took values

of 2.3, 2.5, 2.6, 2.7 and 2:8 mm at which value chatter occurred. The turning frequency ¼ 708 rpm
while all other parameters were identical to those of set s-1.
Fig. 3 displays I1 versus delay for the 2.3 and 2:6 mm non-chatter cases together with the

2:8 mm chatter case. The values of I1 associated with the chatter and non-chatter cases display
the characteristic differences in magnitude and frequency content. The I1 for non-chatter
cases exhibits an oscillatory behavior which for the 2:6 mm case has a frequency of 194 Hz:
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Fig. 4. Data set s-4 mutual information versus delay for acceleration in the x direction: lower ¼ 0:003 in=rev; upper ¼
0:005 in=rev:
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This frequency, twice the first natural frequency of the cutting system, 97 Hz; does not
correspond to any of the higher natural frequencies the smallest of which are known to be 135
and 260 Hz: It is probably associated with the phase coupling of the 97 Hz frequency with
itself [9].
An explanation is suggested by the comments following Eq. (6). Consider the delay embedding

of xðtÞ; x1ðtÞ ¼ xðtÞ and x2ðtÞ ¼ xðt þ tÞ: If x1ðtÞ is independent of x2ðtÞ; then I1ðx1;x2Þ ¼ 0: If xðtÞ
is periodic with period a; then with t ¼ na; n ¼ 1; 2;y;x1ðtÞ ¼ x2ðtÞ and I1ðx1; x2Þ takes a
local maximum. If xðtÞ is a symmetric, periodic function, e.g., sinðotÞ; with period a; then as
before, x1ðtÞ ¼ x2ðtÞ with t ¼ na: However, symmetry implies that x2ðtÞ ¼ C � x1ðtÞ for
t ¼ a=2; 3a=2;y : It follows that I1ðx1;x2Þ would take local maxima for t ¼ na=2;
n ¼ 1; 2;y : This phenomenon is observed in all of the non-chatter cases as well as the results
for the periodic function given in Figs. 3(a) and 3(g) of Ref. [8].
In set s-4, the feed rate was given values between 0.003 and 0:008 in=rev: in steps of

0:001 in=rev:; turning frequency of 700 r:p:m:; surface speed of 90 m=min and depth of cut of
2:6 mm: I1 versus delay is shown in Fig. 4 for the 0:003 in=rev: non-chatter case and 0:005 in=rev:
chatter case, for which AI1 are 0.366 and 1.27, respectively. Two light chatter cases were observed
for which AI1 was 0.62 and 1.04. As in the previous case of set s-3, the non-chatter cases of s-4
exhibit small values of AI1 and oscillations which for the 0:003 in=rev: case have a frequency of
205 Hz:

5. Conclusion

Mutual information, I1; had been shown to provide a good criterion for the choice of time delay
[7]. The effects of noise on the determination of I1 are discussed in Ref. [8]. Computational results
presented here and in Ref. [9] indicated that the Fraser–Swinney algorithm [7] is sufficiently robust
to yield good estimates of I1; for noisy cutting force and tool acceleration time series. Averaged
mutual information, AI1; was relatively constant for the chatter states in sets s-1, s-2, and s-3 at
1.58, 1.56, and 1.56, respectively. For the corresponding non-chatter states, the value of AI1 was
reduced to 0.25 or less of the corresponding chatter AI1 values.
An AI1 value of 1.27 was associated with the chatter case in set s-4, light chatter occurred for

AI1 ¼ 1:04 and 0.62 while AI1 ¼ 0:25; 0:37 and 0.62 for the non-chatter cases, respectively. The
light chatter and non-chatter cases associated with AI1 ¼ 0:62 were differentiated by the
frequency content of AI1: For the data sets examined, the averaged value of the mutual
information was found to provide a robust and readily computable means of distinguishing
between chatter and non-chatter cutting states.
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